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This paper investigates the fixed-time formation tracking control problem for multi-agent systems with
model uncertainties and in absence of leader’s velocity measurements. For each follower, a novel fixed-
time cascaded leader state observer (FTCLSO) without velocity measurements is first designed to recon-
struct the states of the leader. Then, radial basis function neural networks (RBFNNs) are adopted to
approximate the model uncertainties online. Based on the proposed FTCLSO and RBFNNs, a novel
fixed-time formation control scheme is constructed to address the time-varying formation tracking prob-
lem by utilizing fixed-time nonsmooth backstepping technique. The fixed-time convergence of the for-
mation tracking error is guaranteed through Lyapunov stability analysis. Finally, simulation results
demonstrate the effectiveness of the proposed formation tracking control scheme.
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1. Introduction

Cooperative control for multi-agent systems has received con-
siderable attention and achieved abundant accomplishments in
the recent decades from various scientific communities [1,2]. One
of the most significant and fundamental issues of cooperative con-
trol is the formation control problem. Three typical control frame-
works, namely leader–follower based [3], virtual structure based
[4], and behaviour based strategies [5], have been widely investi-
gated and applied in formation control. However, all these three
frameworks have their own drawbacks [6]. The leader–follower
based strategies may be lack of robustness, the virtual structure
based methods may lead to a heavy burden on computations and
communications, while the behaviour based approaches may
encounter challenges of the system stability. Since consensus con-
trol strategies possess strong robustness and high flexibility due to
full distribution property, increasing research-ers extend consen-
sus theory to formation control, and numerous results have been
derived [7–13]. Notice that most of the existing results of forma-
tion control are to achieve time-invariant formation. However,
such formation shape may limit application scope since the agents
need to transform the formation shape to avoid obstacles and deal
with other emergencies. Therefore, time-varying formation control
has come to the fore, and growing results on time-varying forma-
tion control have been conducted in recent years [2,9–12].
It is well known that settling time is a vital performance spec-
ification for the formation control problem of multi-agent systems
as fast convergence rate exhibits better flexibility and stronger
robustness when the systems encounter obstacles, topology trans-
formations, and other complex environments [14]. Comparing to
asymptotic convergence, finite-time convergence can pursue the
convergence rate effectively. As an extension of finite-time stabil-
ity, fixed-time stability guarantees that the settling time function
derived from stability analysis is independent of initial conditions
and uniformly bounded, while the settling time of finite-time sta-
bility grows unbounded along with the value of the initial states
[15]. Fixed-time stability is first proposed in [16]. Then it is applied
in the fixed-time consensus control for multi-agent systems in
[17]. As a result, fruitful results of fixed-time cooperative
consensus and formation control for multi-agent systems emerge
[18–25]. For first-order multi-agent systems with external distur-
bances, a robust fixed-time consensus control law with directed
topology is proposed in [19]. For second-order multi-agent sys-
tems, nonsingular fixed-time consensus control protocols are
designed in [20,21]. For high-order multi-agent systems, a novel
cascade control structure based on a fixed-time distributed obser-
ver is constructed in [22]. For multi-robot systems, the fixed-time
formation tracking problem under nonholonomic contraints is
investigated in [23]. For multiple autonomous underwater vehicle
systems, a compensator-based command filtered fixed-time for-
mation control algorithm with event-triggered communication
strategy is proposed in [24].

http://crossmark.crossref.org/dialog/?doi=10.1016/j.neucom.2020.10.074&domain=pdf
https://doi.org/10.1016/j.neucom.2020.10.074
mailto:gzh1808@163.com
https://doi.org/10.1016/j.neucom.2020.10.074
http://www.sciencedirect.com/science/journal/09252312
http://www.elsevier.com/locate/neucom


T. Xiong and Z. Gu Neurocomputing 423 (2021) 506–517
It is worth noting that themajority of the existing fixed-time for-
mation/ consensus control methods, including the aforementioned
results, are heavily dependent on the accurate states including posi-
tion and velocity states of the leader. Nevertheless, in some situa-
tions, for instance, when utilizing UWB location technology, it is
relatively easier to obtain precise position information comparing
to getting accurate velocity measurements for the velocity mea-
surements may be contaminated by noises in practical. It is no
doubt that inaccurate velocity measurements of the leader can lead
to the deterioration of the formation control performance [26]. For
the sake of solving the above problem, the researches based on
velocity observers are investigated in [26,27]. Furthermore, as a
matter of fact, only the followers having the direct link to the leader
can receive the state information of the leader due to the dis-
tributed control property, which increases the difficulty of control
design and analysis. Therefore, to simplify the control design, a
great deal of results on distributed observers to reconstruct the
states of the leader are obtained in [22,28,29], such that each fol-
lower can obtain the estimates of the leader’s states. It should be
pointed out that the majority of the existing observers are asymp-
totically stable or finite-time stable. Actually, the settling time of
the observers is also of great significance to the formation control
performance. In the works of [22,30], high-order distributed
fixed-time observers under connected topologies and a directed
graph having a spanning tree are designed. However, both the posi-
tion and velocitymeasurements of the leader are required. Unfortu-
nately, it is nontrivial to directly extend the results in [22,30] to the
ones without velocity measurements of the leader. The difficulty
arises from the complexity of the fixed-time convergence analysis.

For multi-agent system formation control design, another
important issue is how to work with the uncertainties. To deal with
them, neural network (NN), which can be regarded as a universal
approximator, is usually applied in consensus formation control
to approximate the unknown uncertainties [31–34]. Based on
radial basis function neural networks (RBFNNs) and a disturbance
observer, the event-triggered consensus tracking control problem
for multi-agent systems with unknown uncertainties and external
disturban-ces is investigated in [33]. For a class of nonaffine non-
linear multi-agent systems, a NN-based adaptive consensus proto-
col is developed to deal with the control difficulty caused by the
nonaffine dynamics in [34]. However, the tracking errors under
the above control strategies are only uniformly ultimately bounded
(UUB). For a class of uncertain nonlinear systems, a fixed-time
adaptive control strategy based on NNs is proposed in [35]. Never-
theless, it is assumed that the norm of the weight error matrix ~hj is
bounded beforehand, which is really critical in practical. In the
work of [36], fixed-time consensus is acquired for multi-agent sys-
tems with nonlinear uncertainties. However, the uncertainty func-
tion needs to satisfy Lipschitz continuity condition. Similar
condition also appears in [36–38]. Furthermore, the entire accurate
states measurements of the leader are indispensable to stabilize
the system in the above results. Such necessary conditions limit
the applications of the formation control systems in a great extend.

It is well known that backstepping technique is effective in non-
linear systems with uncertainties. However, traditional backstep-
ping technique suffers from ”explosion of complexity” caused by
the repeated derivations of virtual control inputs. To deal with this
problem, dynamic surface control and command filtered backstep-
ping control are proposed in [39–41]. In spite of these achieve-
ments, the filtering errors based on the aforementioned
backstepping techniques are merely convergent asymptotically
rather than in fixed time. To the best of our knowledge, the
fixed-time adaptive formation control design without velocity
measurements utilizing backstepping technique in presence of
uncertainties is still an open problem.
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Motivated by the above observations, in this paper, we propose
a novel adaptive fixed-time formation tracking control scheme for
multi-agent systems based on fixed-time cascaded leader state
observer (FTCLSO) without velocity measurements of the leader.
Firstly, a novel FTCLSO is designed such that each follower can
get the estimates of the leader’s states without velocity measure-
ments in fixed time. Secondly, RBFNNs are utilized to approximate
the unknown model uncertainties. Finally, an adaptive fixed-time
formation control scheme with the designed FTCLSO and RBFNNs
based on nonsmooth backstepping technique is constructed to
address the time-varying formation tracking control problem in
presence of uncertainties and in absence of leader’s velocity mea-
surements. The fixed-time convergence of the formation tracking
error is obtained through Lyapunov approach, and the simulation
results verify the effectiveness of the developed control scheme.

Compared with the previous relevant results, the outstanding
features of the control scheme proposed in this paper can be sum-
marized as follows.

(1) Different from the existing leader’s states observers in
[21,22,26,27,30,42–44], the novel FTCLSO proposed in this
paper can not only operate well without velocity measure-
ments of the leader, but also reconstruct the states of the
leader for each follower in fixed-time.

(2) The proposed formation control scheme for multi-agent sys-
tems based on RBFNN and FTCLSO without velocity mea-
surements can achieve the fixed-time convergence of the
formation tracking error in presence of the unknown uncer-
tainties. Strict stability analysis is given, and the simulation
results verify the validity and effectiveness of the formation
control scheme. In comparison with the works in [31–34],
the fixed-time formation control scheme based on RBFNN
and FTCLSO achieves that the formation tracking errors con-
verge to a small region around the origin in fixed-time rather
than UUB. Compared to the results in [35,44], the proposed
formation control scheme can operate well in absence of
the velocity measurements of the leader. Therefore, the
proposed control scheme is really novel and practical. The
simultaneous existences of the leader state observation
errors, the RBFNN approximation errors and the filtering
errors increase the difficulty of the control scheme design
and stability analysis.

(3) The nonsmooth backstepping technique with the fixed-time
filter is developed. Compared to the traditional backstepping
technique, the proposed nonsmooth backstepping technique
can not only deal with the problems of singularity and
”explosion of complexity”, but also guarantee the
fixed-time convergence of the filtering error. In addition,
the proposed fixed-time formation control scheme for the
multi-agent systems can achieve time-varying formation
tracking, which can cope with more complicated tasks
compared to time-invariant formation.

The rest of the paper is organized as follows. The preliminaries
are introduced in Section 2. Formation control problem description
is given in Section 3. The time-varying formation tracking control
scheme design and analysis are studied in Section 4. Numerical
simulation results are presented in Section 5, after which the
conclusions are drawn.
2. Preliminaries

In this section, some useful definitions and lemmas on fixed-
time stability and graph theory will be firstly introduced, which
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play a vital role to obtain the main results of this paper. Then, the
notations are presented for the readability of this paper.

2.1. Fixed-time stability

Consider the following system

_x tð Þ ¼ f t; xð Þ; x t0ð Þ ¼ x0; ð1Þ
where x tð Þ 2 Rn and f t; xð Þ : Rnþ1 ! Rn is a nonlinear function vector.
Suppose the origin is an equilibrium point of system (1).

Definition 1. [22] The origin of system (1) is said to be globally
finite-time stable if it is globally asymptotically stable and the
solution x t; x0ð Þ of system (1) reaches the origin at some finite
moment, i.e., x t; x0ð Þ ¼ 0; t 6 T x0ð Þ , where T : Rn ! Rþ [ 0f g is the
settling time function.
Definition 2. [16] The origin of system (1) is said to be globally
fixed-time stable if it is globally finite-time stable and the
settling time T x0ð Þ is globally bounded, i.e., there exists a finite
constant TM > 0 , such that T x0ð Þ 6 TM and x tð Þ ¼ 0;
8x0 2 Rn; and t P TM .

The following lemmas give the sufficient condition of fixed-
time stability of system (1).

Lemma 1 ([15,16]). If there exists a continuous radially unbounded
and positive definite function V xð Þ such that

_V xð Þ 6 �k1V
p xð Þ � k2V

q xð Þ; ð2Þ
where k1; k2 > 0;p > 1;0 < q < 1 . Then the origin of system (1) is
globally fixed-time stable and the settling time function T can be esti-
mated by

T 6 TMax :¼ 1
k1 p�1ð Þ þ 1

k2 1�qð Þ : ð3Þ

Lemma 2 ([35,45]). If there exists a continuous radially unbounded
and positive definite function V xð Þ such that

_V xð Þ 6 �k1V
p xð Þ � k2V

q xð Þ þ g0; ð4Þ
where k1; k2 > 0;p > 1;0 < q < 1;g0 > 0 . Then the origin of system
(1) is practical fixed-time stable and the settling time function T can
be estimated by

T 6 TMax :¼ 1
k1�/ p� 1ð Þ þ

1
k2�/ 1� qð Þ ; ð5Þ

where 0 < �/ < 1 . The residual set of the solution of system (1) is given
by

x 2 xjV xð Þ 6 min
g0

1� �/
� �

k1

 !1
p

;
g0

1� �/
� �

k2

 !1
q

8<
:

9=
;

8<
:

9=
;: ð6Þ

The following lemmas are also significant for the stability
analysis.
Lemma 3 [20]. Let i1; i2; . . . ; in P 0 and 0 < p 6 1 . Then,

Xn
i¼1

ipi P
XN
i¼1

ii

 !p

: ð7Þ
Lemma 4 [30]. Let i1; i2; . . . ; in P 0 and q > 1 . Then,
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n 1�qð Þ Xn
i¼1

ii

 !q

6
Xn
i¼1

iqi 6
Xn
i¼1

ii

 !q

: ð8Þ
2.2. Basic concepts on graph theory

Consider a multi-agent system comprising Nfollowers and one
leader. Generally, we invoke a graph denoted by G ¼ V ; E;Að Þ to
describe the information exchanges among the followers. Denote
a single follower as node ti . Then V ¼ t1; t2; . . . ; tNf g is the set of
the followers, and E#V � V represents the set of edges, where
Eis defined such that if tj; ti

� � 2 E; j– i , there is an edge from fol-
lower jto the follower i, which means that follower jcan deliver
information to follower i. In addition, matrix A ¼ aij

� � 2 RN�N is
the associated adjacency matrix with aij P 0 . We set aij > 0; j– i
if and only if tj; ti

� � 2 E ; otherwise aij ¼ 0 . In this case, follower
jis said to be the neighbour of follower iif and only if aij > 0 .
Ni ¼ tj 2 V : tj; ti

� � 2 E
� �

represents the neighbour set of the ith
follower. A graph is an undirected graph if and only if aij ¼ aji .
Define D ¼ diag v1;v2; . . . ;vN

� �
as the in-degree matrix, where

vi ¼
P

tj2Ni
aij . Then, the Laplacian matrix of graph Lis defined as

L ¼ D� A . A direct path from follower ito jis a sequence of succes-
sive edges in the form of ti; tkð Þ; tk; tlð Þ; . . . ; tm; tj

� �� �
. Further-

more, an undirected graph is called connected if there is a path
between any two followers in the graph. In the leader–follower
case, the element of the adjacency matrix associated with the edge
from the ith follower to the leader is denoted by bi P 0 . bi > 0 if
and only if the ith follower can receive the state information from
the leader; otherwise bi ¼ 0 .

In this paper, we suppose the following assumption naturally
holds.

Assumption 1. The graph Gamong the followers is connected, and
at least one follower can receive the state information from the
leader.
2.3. Notations

Throughout this paper, the following notations are used. In rep-
resents ndimensional identity matrix; 1n stands for ndimensional
vector with all elements being 1. For real number a; jaj is the
absolute value of a ; for any vector X ¼ x1; x2; . . . ; xn½ �T 2 Rn;

jXj ¼ jx1j; jx2j; . . . ; jxnj½ �T ; for vector Y ¼ Y1;Y2; . . . ;Yn½ �T and
Z ¼ Z1; Z2; . . . ; Zn½ �T ; jY j > jZj means jYij > jZij;8i ¼ 1;2; . . . ; n;
jYj 6 jZj means jYij 6 jZij;8i ¼ 1;2; . . . ;n . kXkp with p P 1 denotes
the p-norm of the vector X; kAkF is the Frobenius norm of matrix
A;rmax and rmin are the maximum and minimum singular values
of matrix A, respectively. � denotes the Kronecker product. For
any real number x 2 R and any non-negative real number a , func-
tion dxca is defined as dxca ¼ jxjasign xð Þ , where sign(x) represents

the signum function of x. For any vector X ¼ x1; x2; . . . ; xn½ �T ;
dXca ¼ jx1jasign x1ð Þ; jx2jasign x2ð Þ; . . . ; jxnjasign xnð Þ� �T

; sign Xð Þ ¼
sign x1ð Þ;½ sign x2ð Þ; . . . ; sign xnð Þ�T . tr Að Þ represents the trace of
matrix A.

3. Problem description

In this paper, we consider a multi-agent system with N follow-
ers and one leader. The dynamics of the ith follower can be
described as follows:
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_xi tð Þ ¼ v i tð Þ
_v i tð Þ ¼ f i xi tð Þ;v i tð Þð Þ þ ui tð Þ; i ¼ 1;2; � � �N;

�
ð9Þ

where xi tð Þ 2 Rm and v i tð Þ 2 Rm are the position and velocity state
vectors of the ith follower with m being the dimension, respec-
tively; ui tð Þ 2 Rm denotes the control input vector of the ith fol-
lower; f i xi tð Þ;v i tð Þð Þ : R2m ! Rm is an unknown but continuous
function vector.

Moreover, the dynamics of the leader is described as follows

_x0 tð Þ ¼ v0 tð Þ
_v0 tð Þ ¼ u0 tð Þ;

�
ð10Þ

where x0 tð Þ 2 Rm and v0 tð Þ 2 Rm are position and velocity state vec-
tors of the leader, respectively; u0 tð Þ 2 Rm represents the control
input vector of the leader.

In addition, the desired time-varying formation is specified by a

command vector hi tð Þ ¼ hT
ix tð Þ;hT

iv tð Þ
h iT

2 R2m , where hix tð Þ 2 Rm

and hiv tð Þ 2 Rm are piecewise continuously differentiable function

vectors with _hix tð Þ ¼ hiv tð Þ .
Furthermore, the formaiton tracking error vector is defined as

d tð Þ ¼ dTix tð Þ; dTiv tð Þ� �T 2 R2m , where dx tð Þ ¼ dT1x tð Þ; dT2x tð Þ; . . . ; dTNx tð Þ� �T
is formation tracking position error vector and

dv tð Þ ¼ dT1v tð Þ; dT2v tð Þ; . . . ; dTNv tð Þ� �T
is formation tracking velocity

error vector with dix tð Þ ¼ xi tð Þ � x0 tð Þ � hix tð Þ and
div tð Þ ¼ v i tð Þ � v0 tð Þ � hiv tð Þ .

To derive the main results of this paper, the following reason-
able assumptions are made.

Assumption 2. The control input of the leader u0 tð Þ is supposed to
be unknown. But the norm of u0 tð Þ is bounded by a positive
constant uM , i.e., ku0 tð Þk1 6 uM , and uM can be accessible to any
follower.
Assumption 3 [46]. The leader’s state trajectory at any finite time
interval is bounded, i.e., kX0 tð Þk2 6 xM at any finite time interval

t0; t½ � , where xM is a positive constant and X0 ¼ xT0;vT
0

� �T .

Notice that the adaptive NN fixed-time formation control prob-
lem by nonsmooth backstepping technique without velocity mea-
surements of the leader still remains unexplored. The control
objective of this paper is to design an observer-based adaptive
fixed-time formation tracking scheme such that the formation
tracking error d tð Þ can converge to a small region around the origin
within fixed time, which leads to a successful time-varying forma-
tion tracking for the multi-agent system (9) and (10) with
unknown uncertainties. For simplicity, we omit tð Þ for all the vari-
ables in the rest of this paper.

4. Formation tracking control scheme design

In this section, a new adaptive fixed-time formation tracking
scheme based on FTCLSO and RBFNN, is firstly developed for the
multi-agent systems. Then the stability analysis of the closed-
loop formation control system is investigated.

4.1. Fixed-time cascaded leader state observer

In this subsection, a novel FTCLSO is designed for each follower
to reconstruct the leader’s states without velocity measurements
of the leader.

For the ith follower, denote x̂0i and v̂0i as the estimates of the
leader’s states x0 and v0 , respectively. Here, we propose the
FTCLSO as follows:
509
_̂x0i ¼ v̂0i þ jxd
X
v j2Ni

aij x̂0j � x̂0i
� �þ bi x0 � x̂0ið Þcq1

þqxsign
X
v j2Ni

aij x̂0j � x̂0i
� �þ bi x0 � x̂0ið Þ

0
@

1
A

_̂v0i ¼ jvd
X
v j2Ni

aij v̂0j � v̂0i
� �þ bi zv � v̂0ið Þcq1

þqvsign
X
v j2Ni

aij v̂0j � v̂0i
� �þ bi zv � v̂0ið Þ

0
@

1
A;

8>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>:

ð11Þ

where the observer gains jx;jv ;qx;qv > uM , the constant q1 > 1 . In
the case of bi > 0; zv is the estimate of v0 for the followers having
the direct communication link to the leader, which can be obtained
by the following fixed-time observer:

_zx ¼ zv � a1d zx � x0ð Þcq2 � a2d zx � x0ð Þc12
_zv ¼ �bsign zx � x0ð Þ; zv t0ð Þ ¼ v0 t0ð Þ;

(
ð12Þ

where zx is the estimate of x0 for the followers having the direct
communication link to the leader. The observer parameters
q2 > 1;a1;a2; b > 0 satisfy the following condition

b > uM

a2h
�1 a2ð Þ > M;

(
ð13Þ

whereM ¼ bþ uM;h a2ð Þ ¼ 1
a2
þ 2e

~ma2

	 
1=3
with ~m ¼ b� uM and ebeing

the base of natural logarithms.

Remark 1. In fact, in the case of bi ¼ 0 , that is, for the followers
who have no direct communication link to the leader, the fixed-
time observer (11) and (12) are both necessary to obtain the
estimates of the leader’s states in fixed time, while only fixed-time
observer (12) is needed for the ith follower satisfying bi > 0 . As a
whole, fixed-time observers (11) and (12) construct the FTCLSO.
Remark 2. Different from the fixed-time distributed obser-vers in
[21,22,30], the FTCLSO consisting of (11) and (12) is only depen-
dent on the position measurements to get the estimates of the lea-
der’s states x0 and v0 , while the velocity measurements are not
necessary. Furthermore, it should be pointed out that the outputs
of the observer (12) zx and zv can only be acquired by the followers
having direct link to the leader, that is, satisfying bi > 0 , while the
other followers cannot. In addition, if zx and zv can be shared
between any two followers, the problems of communication link
failures clearly make this communication scheme prohibitive.
Hence, the online reconstruction of the leader’s states without
velocity measurements by the FTCLSO within fixed time, is very
practical and robust in many applications.
Remark 3. Different from the existing asymptotic and finite-time
convergent state observers for multi-agent systems in
[26,27,47,48], the proposed FTCLSO can reconstruct the leader’s
states for each follower in fixed time. As a matter of fact, the con-
vergence rate of the observation error is of great significance to the
formation tracking performance of the whole multi-agent system.
Fixed-time convergence guarantees that the settling time is irrele-
vant to initial conditions comparing to finite-time convergence.
Thus, the proposed FTCLSO can achieve better formation perfor-
mance and robustness.
Remark 4. For the ith follower satisfying bi > 0 , we may specify
x̂0i ¼ x0i and v̂0i ¼ zv to reduce the burden of computation, while
the other followers still employ the reconstructed states x̂0i and
v̂0i obtained by the FTCLSO comprising (11) and (12).
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Remark 5. Due to the limitation brought by the condition
zv t0ð Þ ¼ v0 t0ð Þ in (12), we assume that the leader is static when
the followers start to shape a formation and track the trajectory
of the leader in this paper, which means the initial velocity of
the leader is zero. Thus, it is easy to guarantee that the condition
zv t0ð Þ ¼ v0 t0ð Þ is satisfied by setting zv t0ð Þ ¼ 0 . This assumption
can hold in many real applications. In the future, we will try our
best to extend the obtained results to much more complicated
cases, where the followers need to start the formation task when
the leader is moving.
Theorem 1. Suppose Assumptions 1–3 hold. Then the FTCLSO con-
sisting of (11) and (12) can achieve the convergence of the observation
errors

~x0i ¼ x̂0i � x0i ð14Þ

~v0i ¼ v̂0i � v0i ð15Þ
to the origin within fixed time T0 , which is bounded by
T0 6 T1 þ T2 þ T3 , where

T1 6 1
a1 q2 � 1ð Þ�q2�1 þ

2�1=2

a2

� �
1þ Ma2

~ma2 �Mh a2ð Þ
� �

; ð16Þ

T2 6 2

jv mNð Þ�
1�q1

2 q1 � 1ð ÞC
q1þ1ð Þ

2

þ 2

qv � uM
� �

C
1
2
; ð17Þ

T3 6 2

jx mNð Þ�
1�q1

2 q1 � 1ð ÞC
q1þ1ð Þ

2

þ 2

qxC
1
2
: ð18Þ

In (16), � ¼ a2=a1ð Þ1= q2þ1=2ð Þ . In (17) and (18), C ¼ 2r2
min Hð Þ

rmax Hð Þ with

H ¼ Lþ Bð Þ � Im.
Proof. The proof proceeds in three steps. First, we demonstrate
that the followers having the direct communication link to the lea-
der can get the estimates of the leader’s states in fixed time by the
observer (12); then we prove that the observation errors ~x0i and ~v0i

are bounded at any finite time interval t0; t½ � ; finally, we show that
the observation errors ~x0i and ~v0i are able to converge to the origin
in fixed time T0 .

Step 1. Define ~zx ¼ zx � x0i and ~zv ¼ zv � v0i . Invoking the
dynamics of the leader (10) and the observer (12), the dynamics of
~zx and ~zv can be written as

~_zx ¼ ~zv � a1d ~zxð Þcq2 � a2d ~zxð Þc12
_~zv ¼ �bsign ~zxð Þ � u0;~zv t0ð Þ ¼ 0:

(
ð19Þ

Then, on the basis of the result in [49], if the observer gains satisfy
condition (13), ~zx and ~zv can uniformly converge to the origin within
fixed time T1 .

Step 2. The dynamics of the observation errors ~x0i and ~v0i can be
written as follows:

_~x0i ¼ ~v0i þ jxd
X
v j2Ni

aij ~x0j � ~x0i
� �� bi~x0icq1

þqxsign
X
v j2Ni

aij ~x0j � ~x0i
� �� bi~x0i

0
@

1
A

_~v0i ¼ jvd
X
v j2Ni

aij ~v0j � ~v0i
� �� bi~v0i þ bi~zvcq1 � u0

þqvsign
X
v j2Ni

aij ~v0j � ~v0i
� �� bi~v0i þ bi~zv

0
@

1
A;

8>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>:

ð20Þ
510
Let gx ¼ ~xT01; ~x
T
02; . . . ; ~x

T
0N

� �T and gv ¼ ~vT
01; ~vT

02; . . . ; ~vT
0N

� �T . Then (20)
can be written in a compact form as follows:

_gx ¼ gv �jxdHgxcq1 �qxsign Hgxð Þ
_gv ¼ �jvdHgv � B 1N � ~zvð Þcq1 � �u0 � qvsign Hgv � B 1N � ~zvð Þ� �

;

(

ð21Þ
where matrix B ¼ B� Im , and �u0 ¼ 1N � u0 .

Construct the following Lyapunov function:

V ¼ V1 þ V2; ð22Þ
where V1 ¼ 1

2g
T
xHgx;V2 ¼ 1

2g
T
vHgv .

Taking the time derivative of V yields

_V ¼ �jxgT
xHdHgxcq1 � qxgT

xHsign Hgxð Þ
þgT

xHgv � jvgT
vHdHgv � B 1N � ~zvð Þcq1

�gT
vH�u0 � qvgT

vHsign Hgv � B 1N � ~zvð Þ� �
6 gT

xHgv � gT
vH�u0

�jvgT
vHdHgv � B 1N � ~zvð Þcq1

�qvgT
vHsign Hgv � B 1N � ~zvð Þ� �

6 1
2g

T
xHgx þ 1

2g
T
vHgv � gT

vH�u0

�jvgT
vHdHgv � B 1N � ~zvð Þcq1

�qvgT
vHsign Hgv � B 1N � ~zvð Þ� �

:

ð23Þ

Then the derivative of Vresults in

_V 6 V � gT
vH�u0

�jvgT
vHdHgv � B 1N � ~zvð Þcq1

�qvgT
vHsign Hgv � B 1N � ~zvð Þ� �

:

ð24Þ

To verify the boundedness of the observation errors gx and gv in
finite time interval t0; t½ � , the following three cases are considered:

Case 1. In this case, we assume that the condition
jHgv j > jB 1N � ~zvð Þj is satisfied. Then, it is easy to obtain that
sign Hgv

� � ¼ sign Hgv � B 1N � ~zvð Þ� �
. Thus, we have

_V 6 V � qv � uM
� �kgT

vHk1
6 V :

ð25Þ

By solving inequality (25), it is straightforward to get

V 6 V t0ð Þet�t0 : ð26Þ
Case 2. In this case, the condition jHgv j 6 jB 1N � ~zvð Þj is consid-

ered. From Step 1, ~zv can converge to the origin in fixed-time,
which follows that ~zv is bounded all the time. Hence, there

exists a positive constant X such that 2q1jvkB 1N � ~zvð Þk33þ
qv þ uM
� �kB 1N � ~zvð Þk1 6 X . Therefore, _V satisfies

_V 6 1
2g

T
xHgx þ 1

2g
T
vHgv þ 2q1qvkB 1N � ~zvð Þk33 þ qv þ uM

� �kB 1N � ~zvð Þk1
6 V þX:

ð27Þ
Case 3. In this case, consider a general situation, where only a

portion of the absolute values of the elements in the vector jHgv j
are larger than the corresponding ones in the vector jB 1N � ~zvð Þj .
Combining the above two cases, it can draw the similar conclusion
that

_V 6 V þ �X; ð28Þ
where �X > 0 .

In Cases 2–3, by solving (27) and (28), we can get

V 6 �X V t0ð Þ þXð Þet�t0 : ð29Þ
and
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V 6 ��X V t0ð Þ þ �X
� �

et�t0 : ð30Þ
As a result, by inequalities (26), (29) and (30), Vis always bounded
at any finite time interval t0; t½ � , that is, no finite-time escape
occurs.

Step 3. According to Step 1, ~zx ¼ ~zv ¼ 0;8t P T1 . Then for
t P T1 , the dynamics of the observation errors reduce to

_gx ¼ gv � jxdHgxcq1 � qxsign Hgxð Þ
_gv ¼ �jvdHgvcq1 � qvsign Hgv

� �� �u0;

(
ð31Þ

First, we try the following Lyapunov function candidate

V2 ¼ 1
2
gT
vHgv : ð32Þ

Based on Lemma 4 and the fact that kgT
vHk1 P kgT

vHk2 , we have

_V2 6 �gT
vH�u0 � jvgT

vHdHgvcq1 � qvgT
vHsign Hgv

� �
6 �jv mNð Þ�

1�q1
2 kHgvk

q1þ1ð Þ
2

2 � qv � uM
� �kgT

vHk1

6 �jv mNð Þ�
1�q1

2
2r2

min
Hð Þ

rmax Hð Þ

	 
 q1þ1ð Þ
2

V
q1þ1ð Þ

2
2 � qv � uM

� � 2r2
min

Hð Þ
rmax Hð Þ

	 
1
2
V

1
2
2:

ð33Þ

Therefore, the fixed-time convergence to the origin of gv is verified
by inequality (33) and Lemma 1 with the settling time bounded by
T2 .

After the convergence of the observation error gv , the dynamics
of gx can be reduced to

_gx ¼ �jxdHgxcq1 � qxsign Hgxð Þ: ð34Þ
Similarly, we obtain that the observation error gx can converge to
the origin within T3 .

Consequently, each follower can obtain the estimates of the
leader’s states x0 and v0 without the velocity measurements of the
leader in fixed time T0 .

This completes the proof.
4.2. Radial basis function neural network approximator

Assume that the uncertain term f i xi;v ið Þ 2 Rm can be expressed
on a prescribed compact set P 2 R2m by

f i xi;v ið Þ ¼ xT
i /i xi;v ið Þ þ ei; ð35Þ

where /i ¼ /T
i;1;/

T
i;2; . . . ;/

T
i;m

h iT
with /T

i;l ¼ /T
i;l;1;/

T
i;l;2; . . . /

T
i;l;fi

h iT
2

Rfi ; l ¼ 1;2; . . . ;m being a suitable set of fi Gaussian functions.
xi ¼ diag xi;1;xi;2; . . . ;xi;m

� � 2 Rmfi�m is the ideal RBFNN weight

matrix with xi;l 2 Rfi , and ei is the RBFNN approximation error vec-
tor. To compensate for the unknown uncertainties, select the
approximation of f i as

f̂ i xi;v ið Þ ¼ x̂T
i /i xi;v ið Þ; ð36Þ

where x̂i ¼ diag x̂i;1; x̂i;2; . . . ; x̂i;m
� � 2 Rmfi�m with x̂i;l 2 Rfi is the

current actual value vector of the RBFNNweight for the ith follower.
Besides, the error matrix of the RBFNN weights is defined as

~xi ¼ xi � x̂i .

Remark 6. [50] According to Stone-Weierstrass approximation
theorem, there exist positive numbers xM;/M and eM , such that
kxik2 6 xM; k/ik2 6 /M , and keik1 6 eM .
4.3. Fixed-time adaptive control law design

In this subsection, the fixed-time adaptive control law will be
designed by utilizing backstepping technique, after which the
511
stability of the whole closed-loop multi-agent system will be
presented.

Before designing the control law, define the auxiliary formation
tracking position and velocity error eix and eiv for the ith follower as

eix ¼ xi � hix � x̂0i ¼ xi � hix � ~x0i � x0i
eiv ¼ v i � hiv � v̂0i ¼ v i � hiv � ~v0i � v0i:

�
ð37Þ

Substituting (20) into (37), the dynamics of eix and eiv for the ith fol-
lower can be written as

_eix ¼ eiv � jxd
X
v j2Ni

aij ~x0j � ~x0i
� �� bi~x0icq1

�qxsign
X
v j2Ni

aij ~x0j � ~x0i
� �� bi~x0i

0
@

1
A

_eiv ¼ �jvd
X
v j2Ni

aij ~v0j � ~v0i
� �� bi~v0i þ bi~zvcq1

�qvsign
X
v j2Ni

aij ~v0j � ~v0i
� �� bi~v0i þ bi~zv

0
@

1
A

þf i þ ui � _hiv ; i ¼ 1;2; . . . ;N:

8>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>:

ð38Þ

First, taking eiv as a virtual control input, then the virtual control
law li can be designed as

li ¼ �k1deixcu1 � k2deixcu2 ; ð39Þ
where k1; k2 > 0;u1 > 1;0 < u2 < 1 .

Choose a Lyapunov function as follows

V3 ¼ 1
2
eTixeix: ð40Þ

The time differentiation of (40) yields that

_V3 ¼ eTix _eix

¼ eTix �k1deixcu1 � k2deixcu2 � jxd
X
v j2Ni

aij ~x0j � ~x0i
� �� bi~x0icq1

0
@

� qxsign
X
v j2Ni

aij ~x0j � ~x0i
� �� bi~x0i

0
@

1
A
1
A:

ð41Þ
From Theorem 1, both the observation error ~x0j and ~x0i are always
bounded. Thus, by utilizing Young’s inequality, the following
inequality holds for a positive constant D1 .

eTix �jxd
X
v j2Ni

aij ~x0j � ~x0i
� �� bi~x0icq1 � qxsign

X
v j2Ni

aij ~x0j � ~x0i
� �� bi~x0i

0
@

1
A

0
@

1
A

6 1
2 e

T
ixeix þ D1:

ð42Þ

Invoking Lemmas 3 and 4, _V3 develops to

_V3 6 �2
u1þ1

2 m
1�u1

2 k1V
u1þ1

2
3 � 2

u2þ1
2 k2V

u2þ1
2

3

þV3 þ D1

6 � 2
u1þ1

2 m
1�u1

2 k1 � 1
� �

V
u1þ1

2
3 þ D1

� 2
u2þ1

2 k2 � 1
� �

V
u2þ1

2
3 :

ð43Þ

The last inequality is obtained based on the fact that

V3 6 V
u1þ1

2
3 þ V

u2þ1
2

3 . According to the above inequality and Le-mma
2, eix will converge to a small neighborhood of the origin within
fixed time. Thus, eix will always be bounded at any finite time inter-
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val t0; t½ � . Recalling Theorem 1, the observation error ~x0j ¼ ~x0i ¼ 0
for all t P T0 . Thus, for t P T0 , inequality (43) reduces to

_V3 6 �2
u1þ1

2 m
1�u1

2 k1V
u1þ1

2
3 � 2

u2þ1
2 k2V

u2þ1
2

3 : ð44Þ
According to Lemma 1, eix will converge to the origin in fixed time.

Next, we introduce a new state lid , which is obtained by the
following nonlinear nonsmooth filter:

si _lid ¼ dli � lidcu1 þ dli � lidcu2 ;lid t0ð Þ ¼ li t0ð Þ; ð45Þ
where the filter parameter si is a small positive constant.

Then, to backstep, define the tracking error as ni ¼ eiv � lid . The
dynamics of eix and ni are written as

_eix ¼ ni þ lid � jxd
X
v j2Ni

aij ~x0j � ~x0i
� �� bi~x0icq1

�qxsign
X
v j2Ni

aij ~x0j � ~x0i
� �� bi~x0i

0
@

1
A

_ni ¼ �jvd
X
v j2Ni

aij ~v0j � ~v0i
� �� bi~v0i þ bi~zvcq1

�qvsign
X
v j2Ni

aij ~v0j � ~v0i
� �� bi~v0i þ bi~zv

0
@

1
Aþ f i þ ui � _hiv � _lid:

8>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:

ð46Þ
Therefore, the actual control law for the ith follower is designed as

ui ¼ �c1dnicu1 � c2dnicu2 � x̂T
i /i þ _hiv þ _lid; i ¼ 1;2; . . . ;N; ð47Þ

where c1; c2 > 0 , and _lid is obtained by (45).
The corresponding adaptive law is designed as

_̂wi ¼ Fi
~/i
~nTi � Fi#iŵi; i ¼ 1;2; . . . ;N; ð48Þ

where Fi; #i > 0; ~/i ¼ diag /i;1;/i;2; . . . ;/i;m

� �
; ~ni ¼ diag ni;1; ni;2;

�
. . . ;

ni;mÞ with ni;a being the ath element of the vector ni; a ¼ 1;2; . . . ;m .
Define the filtering error of the nonsmooth filter (45) as

eli
¼ li � lid; ð49Þ

The time differentiation of (49) yields that

_eli
¼ � deli

cu1 þ deli
cu2

� �
=si þ _li: ð50Þ

Construct the following Lyapunov function

V4 ¼ V3 þ 1
2
nTi ni þ

1
2
tr ~xT

i F
�1
i

~xi

	 

þ 1
2
eTli

eli
: ð51Þ

Invoking yT1y2 ¼ tr y2y
T
1

� �
;8y1; y2 2 Rn , the derivative of V4 with

respect to time is

_V4 ¼ eTix _eix þ nTi
_ni þ ~xT

i F
�1
i

_~xi þ eTli
_eli

¼ eTix �k1deixcu1 � k2deixcu2 � eli
þ ni � jxd

X
v j2Ni

aij ~x0j � ~x0i
� �� bi~x0icq1

0
@

� qxsign
X
v j2Ni

aij ~x0j � ~x0i
� �� bi~x0i

0
@

1
A
1
A

þ nTi �c1dnicu1 � c2dnicu2 � jvd
X
v j2Ni

aij ~v0j � ~v0i
� �� bi~v0i þ bi~zvcq1

0
@

� qvsign
X
v j2Ni

aij ~v0j � ~v0i
� �� bi~v0i þ bi~zv

0
@

1
A
1
A þ tr ~xT

i /in
T
i

� �

þ tr ~xT
i F

�1
i

_~xi

	 

þ nTi ei þ eTli

� deli
cu1 þ deli

cu2
� �

=si þ _li
� �

:

ð52Þ

Recalling (42), (47) and (48), we can get
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_V4 6 �k1eTixdeixcu1 � k2eTixdeixcu2 þ eTixni þ 1
2 e

T
ixeix

�jvnTi d
X
v j2Ni

aij ~v0j � ~v0i
� �� bi~v0i þ bi~zvcq1

�qvnTi sign
X
v j2Ni

aij ~v0j � ~v0i
� �� bi~v0i þ bi~zv

0
@

1
A

�c1nTi dnicu1 � c2n
T
i dnicu2 þ #itr ~xT

i x̂i
� �

þeTli
� deli

cu1 þ deli
cu2

� �
=si þ _li

� �
þD1 þ nTi ei þ eTixeli

:

ð53Þ

Theorem 2. Considering the multi-agent system with Nfollowers (9)
and one leader (10). Suppose Assumptions 1–3 hold. Then under the
control law (47) and the adaptive law (48), the multi-agent system
can achieve the expected time-varying formation in fixed time

T4 6 1
u1�1ð Þc1 �/ þ

2
c2 �/ 1�u2ð Þ þ T0 with c1 ¼ min 2

u1þ1
2 m

1�u1
2 k1 � 2;

�

2
u1þ1

2 m
1�u1

2 c1 � 5
4 ;1;

1
si
2
u1þ1

2 m
1�u1

2 � 1g and c2 ¼ min 2
u2þ1

2 c2 � 2;
�

2
u2þ1

2 c2 � 5
4 ;

1
si
2
u2þ1

2 � 1;1g , if the following condition is satisfied:

2
u1þ1

2 m
u1�1

2 k1 � 3 > 0

2
u2þ1

2 k2 � 3 > 0

2
u1þ1

2 m
u1�1

2 c1 � 9
4 > 0

2
u2þ1

2 c2 � 9
4 > 0

1
si
2
u1þ1

2 m
1�u1

2 � 1 > 0

1
si
2
u2þ1

2 � 1 > 0

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

ð54Þ
Proof. The proof contains two steps. First, we prove eix; ni; ~xi and
eli

are UUB. Then, we prove that eix; eiv ; ~xi and eli
can converge

to a small region around the origin in fixed time T4 .

Step 1. Recalling Theorem 1, the observation errors ~x0i; ~v0i and
~zv are always bounded. Therefore, the following inequality holds
for a positive constant D2

�jvnTi d
X
v j2Ni

aij ~v0j � ~v0i
� �� bi~v0i þ bi~zvcq1

�qvnTi sign
X
v j2Ni

aij ~v0j � ~v0i
� �� bi~v0i þ bi~zv

0
@

1
A

6 1
2 n

T
i ni þ D2:

ð55Þ

Based on the above inequality and using Young’s inequality, (53)
can be rewritten as

_V4 6 �k1eTixdeixcu1 � k2eTixdeixcu2 þ eTixni þ 1
2 e

T
ixeix

�c1nTi dnicu1 � c2n
T
i dnicu2 þ tr ~xT

i x̂i
� �þ D1

þ 1
2 n

T
i ni þ D2 þ 1

8 n
T
i ni þ 2e2M þ eTixeli

þeTli
� deli

cu1 þ deli
cu2

� �
=si þ _li

� �
ð56Þ

Similar to [51–53], we assume that there exists a positive constant
liM such that k _lik2 6 liM . Then we can get

eTli
_li 6

1
2
eTli

eli
þ 1
2
l2

iM ð57Þ

Furthermore, we obtain that
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_V4 6 �k1eTixdeixcu1 � k2eTixdeixcu2 þ 3
2 e

T
ixeix

�c1nTi dnicu1 � c2n
T
i dnicu2 þ 9

8 n
T
i ni þ 1

2l
2
iM

þD1 þ D2 þ 2e2M � tr ~xT
i
~xi

� �þ tr ~xT
i xi

� �
� 1

si
eTli

deli
cu1þ1 � 1

si
eTli

deli
cu2þ1 þ 1

2 e
T
li
eli

:

ð58Þ

By utilizing Lemmas 3,4, we get

_V4 6 � 2
u1þ1

2 m
1�u1

2 k1 � 3
� �

1
2 e

T
ixeix

� �u1þ1
2

� 2
u2þ1

2 k2 � 3
� �

1
2 e

T
ixeix

� �u2þ1
2

� 2
u1þ1

2 m
1�u1

2 c1 � 9
4

� �
1
2 n

T
i ni

� �u1þ1
2

� 2
u2þ1

2 c2 � 9
4

� �
1
2 n

T
i ni

� �u2þ1
2

� 1
si
2
u1þ1

2 m
1�u1

2 � 1
� �

1
2 e

T
li
eli

	 
u1þ1
2

� 1
si
2
u2þ1

2 � 1
� �

1
2 e

T
li
eli

	 
u2þ1
2

� 1
2 tr ~xT

i
~xi

� �þ D

6 � 1
2 kmineTixeix � 1

2 cminn
T
i ni � 1

2 tr ~xT
i
~xi

� �
� 1

2 smineTli
eli

þ D

6 �.V4 þ D;

ð59Þ

where D ¼ D1 þ D2 þ 1
2x

2
M þ 1

2l
2
iM þ 2e2M; kmin ¼ min 2

u1þ1
2 m

1�u1
2

�

k1 � 3;2
u2þ1

2 k2 � 3g; cmin ¼ min 2
u1þ1

2 m
1�u1

2 c1 � 9
4 ;2

u2þ1
2 c2 � 9

4

� 
; smin ¼

min 1
si
2
u1þ1

2 m
1�u1

2 � 1; 1si 2
u2þ1

2 � 1
� 

;. ¼ min kmin; cmin; smin;
1
2

� �
:

It yields that

V4 6 D
.
þ V4 t0ð Þ � D

.

� �
e�. t�t0ð Þ: ð60Þ

The above inequality indicates that variates eix; ni; eli
and ~xi are

UUB, which means eix; eiv ; eli
and ~xi are UUB.

Step 2. From Step 1, we can obtain that there exists a positive
constant ~xM such that k ~xk2 6 ~xM . In addition, from Theorem 1,
~x0i ¼ ~v0i ¼ ~zv ¼ 0 for all t P T0 . Hence, for t P T0 , the following
inequality can be derived:

_V4 6 � 2
u1þ1

2 m
1�u1

2 k1 � 2
� �

1
2 e

T
ixeix

� �u1þ1
2

� 2
u2þ1

2 k2 � 2
� �

1
2 e

T
ixeix

� �u2þ1
2

� 2
u1þ1

2 m
1�u1

2 c1 � 5
4

� �
1
2 n

T
i ni

� �u1þ1
2

� 2
u2þ1

2 c2 � 5
4

� �
1
2 n

T
i ni

� �u2þ1
2

� 1
si
2
u1þ1

2 m
1�u1

2 � 1
� �

1
2 e

T
li
eli

	 
u1þ1
2

� 1
si
2
u2þ1

2 � 1
� �

1
2 e

T
li
eli

	 
u2þ1
2

� 1
2 tr ~xT

i F
�1
i

~xi

	 
	 
u1þ1
2 � 1

2 tr ~xT
i F

�1
i

~xi

	 
	 
u2þ1
2

þ 1
2 tr ~xT

i F
�1
i

~xi

	 
	 
u1þ1
2 þ 1

2 tr ~xT
i F

�1
i

~xi

	 
	 
u2þ1
2

� 1
2 tr ~xT

i
~xi

� �þ D:

ð61Þ
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Let �D ¼ 1
2 tr ~xT

i F
�1
i

		
~xiÞÞ

u1þ1
2 þ 1

2 tr ~xT
i F

�1
i

~xi

	 
	 
u2þ1
2 � 1

2 tr ~xT
i
~xi

� �þ
1
2x

2
M þ 1

2l
2
iM þ 2e2M . Since k ~xk is UUB, there exists a positive con-

stant �DM such that �D 6 �DM , Then (61) can be rewritten as:

_V4 6 �c1 1
2 e
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According to Lemma 2, we can obtain that

Xi ¼ keixk2; knik2; k ~xik2; keTli
k2

h iT
is practical fixed-time stable and

will converge to the following compact set X1 within fixed time
T4 .

X1 ¼ XijV4 Xið Þ 6 min
�DM

1��/ð Þc1 2
u1�1

� � 2
u1þ1

;
�DM

1��/ð Þc2
� � 2

u2þ1

( )( )
:

ð63Þ
Since eix ¼ dix and eiv ¼ div for t P T0 , we can conclude that d will
converge to a small compact set by appropriately selecting the con-
trol parameters within fixed time T4 . Therefore, the multi-agent
system can achieve the expected time-varying formation within
fixed time T4 .

This completes the proof.
Remark 7. From Theorem 2, the formation tracking errors can
converge to a small region around the origin in fixed time in pres-
ence of uncertainties under the proposed control scheme. As a
matter of fact, most adaptive NN formation/ consensus control
for multi-agent systems achieve that the tracking errors are UUB
or convergent in finite time [31,46,50,54]. Consequently, the pro-
posed novel formation control scheme can improve the formation
control performance compared to the aforementioned results.
Remark 8. By proposing the nonlinear nonsmooth filter (45), the
singular problem brought from the item dli � lidcu2 is well solved,
as well as the ”explosion of complexity” problem. In addition, com-
pared to the first-order traditional filters, filter (45) can ensure the
fixed-time convergence of the filtering error.
Remark 9. By Theorem 2, it follows that kXik2 6 xM þ khik2 þ D3

with Xi ¼ xTi ;vT
i

� �T holds for positive number D3 at any finite time
interval t0; t½ � . According to Assumption 3, at any finite time inter-
val t0; t½ � , the compact approximation region P of the ith RBFNN
can be chosen as P ¼ XijkXik 6 xM þ khik2 þ D3

� �
; i ¼ 1;2; . . . ;N .
Remark 10. Asamatter of fact, theobserver and control parameters
are selected according to the theoretical results and engineering
characteristics. For the observer parameters, the positive constants
b;a1;a2 need to satisfy condition (13), andq1; q2 > 1 .Other observer
gains jx;jv ;qx;qv should be positive and qv > uM . Besides, larger
values ofjx;jv ;qx;qv increase the convergence rates at a cost of lar-
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ger chattering. Therefore, we need to tune the gains jx;jv ;qx;qv to
make a balance between rapidity and smoothness. For the control
parameters, k1; k2;u1;u2; c1; c2; si are positive and required to sat-
isfy condition (54). Furthermore, we should tune the control gains
k1; k2; c1; c2 to make a tradeoff among the formation tracking error,
rapidity, and smoothness. The filter parameter si should be chosen
to be small enough and keep a balance between the filtering error
and the smoothness. Fi and #i in the adaptive law are positive con-
stants. In addition, the parameters Fi and #i also need to be tuned
to keep a balance between the learning rates, the approximation
error and smoothness.
Remark 11. Actually, the proposed fixed-time formation control
scheme operates well under the condition that the communication
network is benign and known beforehand, just similar to many
existing works about fixed-time control for multi-agent systems.
However, the communication network cannot always be benign,
and may suffer from cyberattacks [55]. Therefore, the fixed-time
formation control for multi-agent systems under deception attacks
is worthy to be deeply investigated. Following the idea in [55], we
will do our best to design a novel fixed-time formation control
scheme for multi-agent systems under deception attacks in the
future.
Table 1
Observer parameters.

Parameters Values Parameters Values

a1 4 qx 1
a2 4 qv 2
b 2 q1 2
jx 3 q2 2
jv 1

Table 2
Control parameters.

Parameters Values Parameters Values

c1 0.6 si 0.25
c2 2 k1 1
u1 2 k2 3
u2 0.8 #1 0.001
F1 2 #2 0.01
F2 3 #3 0.001
F3 3 #4 0.001
F4 5 #5 0.01
5. Simulation results

Construct a multi-agent system with six followers whose
dynamics are described by (9) and one leader whose dynamics
are described by (10). Choose the graph G0 depicting the informa-
tion flow among the followers and the leader, as shown in Fig.1.

The six followers are supposed to keep a periodic time-varying
regular hexagon formation in the X-Y plane and at the same time
to keep rotating around the time-varying leader with

x0 tð Þ ¼ 5t þ 15
2 ;10 cos 0:2tð Þ� �T

; 3s 6 t 6 30s;
5
6 t

2;10 cos 0:2tð Þ� �T
; 0s 6 t < 3s:

(
ð64Þ

Thus, in the case ofm ¼ 2; xi and v i can be rewritten as xi ¼ xiX ; xiY½ �T
and v i ¼ v iX ;v iY½ �T , respectively. Other state vectors can be rewrit-
ten in the same way. Moreover, the uncertainties f i are selected as

f 1 ¼ 4 sin 0:2v iXð Þ;4 cos 0:1v iYð Þ½ �T ;
f 2 ¼ 4 cos 0:2v iXð Þ;4 cos 0:2v iYð Þ½ �T ;
f 3 ¼ 4 sin 0:1v2

iX

� �
;4 cos 0:1v2

iY

� �� �T
;

f 4 ¼ 4 sin 0:1v2
iX

� �
;4 cos 0:1v2

iY

� �� �T
;

f 5 ¼ 4 sin 0:1v2
iX

� �
;4 cos 0:1v2

iY

� �� �T
;

f 6 ¼ 4 sin 0:2v2
iX

� �
;4 cos 0:1v2

iY

� �� �T
:

ð65Þ

In addition, the time-varying formation is specified by
Fig. 1. The interaction graph.
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hix tð Þ ¼ 0:2t cos 0:1t þ i� 1ð Þp=3ð Þ
0:2t sin 0:1t þ i� 1ð Þp=3ð Þ

� �
; ð66Þ

The selected values of the observer and control parameters are
shown in Table 1 and Table 2, respectively. The initial position
states of the six followers and the leader are set as
x1 0ð Þ¼ 4;6½ �T ;x2 0ð Þ¼ 2;1½ �T ;x3 0ð Þ¼ 3;6½ �T ;x4 0ð Þ¼ 5;3½ �T ;x5 0ð Þ¼ 4;4½ �T ;
x6 0ð Þ¼ 5;2½ �T ;x0 0ð Þ¼ 0;10½ �T . The initial velocity states of the six fol-
lowers and the leader are set as zero vectors. Moreover, the number
of nodes in each NN is chosen as fi ¼5 . The initial values of the
states of the FTCLSO consisting of (11) and (12) are all set as zero,
except that the initial values of v̂02 and v̂04 are chosen as
v̂02 t0ð Þ¼5 and v̂04 t0ð Þ¼3 , respectively. The simulation results are
presented by 2–6. Fig. 2 shows the varying positions of the six fol-
lowers and the leader at t¼10;15;20;25;30s . It is observed from
the results that the six followers successfully keep a time-varying
regular hexagon formation with varying edges while keeping rotat-
ing around the dynamic leader and tracking the trajectory of the
leader. Fig. 3 represents the formation tracking position errors dix
of each follower on X-axis and Y-axis, while Fig. 4 presents the
observation errors of the position and the velocity on X-axis and
Y-axis, respectively. From Figs. 3,4, it can be obtained that the for-
mation tracking errors converge to a small neighbourhood of zero
within 5s, while the observation errors of position and velocity con-
verge to zero at around 3s. The fast convergence rates show the
superiority of fixed-time control scheme. In addition, the chattering
happens in Fig. 4 resulting from the discontinuous terms in(11) and
(12). Fig. 5 displays the NN approximation errors of each follower
on X-axis and Y-axis. From Fig. 5, it can be seen that the unknown
Fig. 2. Position snapshots of the six followers and the leader.

F5 5 #6 0.001
F6 5



Fig. 5. NN approximation errors on X-axis and Y-axis of the six followers.

Fig. 4. Observation errors of the six followers on X-axis and Y-axis.

Fig. 3. Formation tracking position errors on X-axis and Y-axis of the six followers.

Fig. 6. Control inputs on X-axis and Y-axis of the six followers.

Fig. 7. Formation tracking position errors on X-axis and Y-axis of the six followers
with different initial position states.
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uncertainties are well approximated by RBFNNs. Fig. 6 shows the
curves of the control inputs of the six followers on X-axis and Y-
axis, from which we can see that the singularity problem does not
happen.

To show the superiority of the fixed-time control, one more
simulation is conducted under different initial states of the
six followers. In this case, the initial position states of the six
followers are set as x1 0ð Þ ¼ �2;10½ �T ; x2 0ð Þ ¼ 2;10½ �T ; x3 0ð Þ ¼
515
�2;0½ �T ; x4 0ð Þ ¼ 0;5½ �T ; x5 0ð Þ ¼ �2;0½ �T ; x6 0ð Þ ¼ �2;�5½ �T . Fig. 7
represents the formation tracking position errors on X-axis and
Y-axis of the six followers under different initial states. By compar-
ing Fig. 3 and Fig. 7, it can be observed that the formation tracking
position errors converge to a small enough region around zero
within a similar settling time although the transient processes
are quite different. Therefore, it can be concluded that the forma-
tion position errors can converge to a small enough region around
zero within fixed time independent of their initial states under the
proposed fixed-time formation control scheme.
6. Conclusion

For the purpose of realizing time-varying formation tracking
without the velocity measurements of the leader for the second-
order multi-agent systems with unknown uncertainties, this paper
has constructed an observer-based fixed-time adaptive formation
control scheme. A novel FTCLSO is proposed to guarantee that each
follower can obtain the estimates of the leader’s states in fixed
time with no need for the velocity measurements. By means of uti-
lizing RBFNNs, the model uncertainties are well compensated. The
fixed-time convergence of the formation tracking error is proved
by Lyapunov approach, and the simulation results verify the effec-
tiveness of the developed control scheme in this paper. In the
future, we will further try our best to achieve the fixed-time con-
vergence to the origin of the formation tracking errors under non-
smooth backstepping technique and to avoid singularity problem
in the meantime. Besides, we will try to extend the obtained
results to much more complicated cases, where the followers need
to start the formation task when the leader is moving.
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